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Abstract   This paper presents a numerical investigation of a round jet using a 

synthetic method to generate some free-stream turbulence into the jet core. Be-

sides, this work also aims at evaluating the added advantage of the use of high-

order numerical schemes – namely the AUSM+P spatial scheme with MUSCL ex-

trapolation of the 3
rd

 and 5
th

 order - for this type of simulations. Academic test 

cases are presented to illustrate the main properties of the numerical methods 

used, then the Zonal Detached Eddy Simulation (ZDES) of a round jet is scruti-

nized with an emphasis on the influence of the injected synthetic turbulence. 

1. Introduction 

In the framework of sustainable aviation, it is now commonly acknowledged that 

jet flow simulations using eddy-resolving approaches could trigger major im-

provements for the prediction of airframe noise, acoustic sources locations, pylon 

unsteady loading, thermal fatigue, etc. While RANS/LES and LES methods have 

proven to be mature enough to reproduce quantitatively jet flows, these methods 

need to reproduce accurately the flight conditions to be of use in an industrial con-

text. 

However, the turbulence rate at the engine primary and secondary exhausts is 

usually neglected in simulations while this type of feature has a strong impact on 

the physics of the jet [1, 2]. Apart from the turbulent content generation, an in-

crease in simulations accuracy can also be achieved using high order numerics, or 

at least by reducing the amount of numerical dissipation in the simulations. 

This paper presents numerical investigations of turbulent content generation 

for eddy-resolving simulations of simple test cases of core jet and wall turbulence. 

The potential added advantage of the use of high-order numerical schemes for this 

type of simulations is evaluated. The main findings are used to simulate a low 

speed round jet and the results are compared to an experimental database. 
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2. Numerical methods 

Flow solver  The simulations presented in this paper have been performed 

with the elsA software developed at Onera which solves the compressible Navier-

Stokes equations on structured multiblock meshes. 

The time integration is performed using an implicit LU-SSOR algorithm and a 

second-order accurate backward Gear scheme. The number of sub-iterations is ad-

justed to reach a convergence of one order of magnitude of the inner iteration re-

siduals to achieve second-order time accuracy..  

For the spatial integration, the diffusive fluxes are discretized using a second-

order-accurate centered scheme. The convective terms are treated with the hybrid 

centered/upwind second-order-accurate AUSM+P scheme [3] using MUSCL ex-

trapolation of the third or fifth order. This version of the AUSM scheme involves 

a “wiggle” sensor to minimize numerical viscosity by applying some upwinding 

only in areas where the solution displays strong oscillations, while the scheme is 

actually centered everywhere else [3]. The AUSM+P scheme is well suited to the 

low-speed applications presented in this paper since its dissipation is proportional 

to the fluid velocity.  

 

Physical modelling Several physical approaches are considered accordingly 

to the test-case investigated. In section 3, no turbulence model is used for the con-

vection test case and Large Eddy Simulations (LES) are performed using the 

Mixed Scale Model (MSM) subgrid scale model for boundary layer simulations. 

 In section 4, hybrid RANS/LES simulations are performed using the Zonal 

Detached Eddy Simulation (ZDES) [4]. In the present study, modes 1 and 2 of the 

ZDES are used. The ZDES mode 1, introduced to treat separations triggered by 

the geometry, relies on a user-defined zonal decomposition of the computational 

domain in RANS and DES areas. The hybrid length scale 
I
ZDESd

~
 entering the 

Spalart-Allmaras (SA) model is equal to: 

 


∆=
areas DESin  ),min(

areas RANSin  ~

ωDESwall

wallI
ZDES

Cd

d
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where dwall is the wall distance; CDES is the original DES97 constant  and Δω is the 

subgrid length scale based on the local vorticity direction ωω S=∆ , where ��̅ is 

the average cross section of the cell normal to the vorticity vector ω. Furthermore, 

the near-wall functions of the SA model are removed in LES areas for mode 1: 

fv1=1, fv2=0, fw=0.  

The ZDES mode 2 [4] was developed to deal with separations over smooth sur-

faces. Therefore it relies on a protection function fd – similar to the one employed 

in DDES [5] – to shield the attached boundary layers. The hybrid length scale 

reads:  

 ),0max(
~ II

ZDESDESwalldwall
II
ZDES Cdfdd ∆−−=  (2) 
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The mode 2 of ZDES provides a zonal definition of the subgrid length scale so 

that in attached regions max∆=∆II
ZDES  (Δmax being the characteristic mesh length 

necessary to shield the attached boundary layers) but in detached areas, the sub-

grid length scales revolves to vol
II
ZDES ∆∆=∆ or  ω . The switch between the two 

subgrid length scales is done automatically using a threshold value fd0 = 0.8 for 

the fd function (see [4]). 

 

Synthetic Eddy Method To generate realistic turbulent inflow content, the 

Synthetic Eddy Method (SEM) [6] is used. The SEM is based on the generation of 

velocity fluctuations carried by synthetic eddies which are superimposed to a tar-

get mean flow to obtain a synthetic unsteady turbulent field used to feed an inlet 

boundary condition. The formulation relies on the prescription by the user of a 

target Reynolds stress tensor. As suggested by Jarrin, in the present study an iso-

tropic Reynolds stress tensor with 2/3.k for the normal stresses is used as target 

(the turbulent kinetic energy profile is either extracted from a RANS boundary 

layer profile or computed from a target turbulent rate for jets cases).  

The length scale of turbulence σ has also to be prescribed. For wall turbulence, 

Jarrin has proposed to compute σ according to RANS provided turbulent kinetic 

energy and dissipation rate profiles, or it can be explicitly given by the user. 

The SEM formulation of Jarrin and its modifications presented above are im-

plemented in a python module which is coupled with the elsA software using the 

external coupling feature for boundary conditions. 

3. Preliminary verifications on academic cases 

3.1 Turbulence convection 

Test case and simulations parameters The same test case of turbulence con-

vection introduced in Ref. [1] is used in the present study. The computational do-

main is a square cylinder without any walls, each face being periodic, of dimen-

sions in the streamwise (x) , normal (y)  and transverse (z) directions  5LxLxL (L 

= 0.2 m). The mesh is cartesian in the region of interest (up to x = 0.8 L) of di-

mension (L/100)
3
. The cells are stretched in the streamwise direction from x = 0.8 

L to create a sponge layer at the exit of the computational domain. In total, the 

grid contains 4.10
6
 cells. The inlet Mach number is set at M = 0.2 (U0 = 70 m/s) 

with atmospheric pressure and temperature conditions.  

 The inlet turbulence level is set at ��0 = (2/3�) �0⁄ , which is used within 

the SEM formulation to build an isotropic target Reynolds stress tensor as de-

scribed in section 2. Two values of turbulence length scale have been tested: σ = 
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L/20 and σ = L/5 to assess the effect of the mesh resolution of the eddies generat-

ed. 

 For the present test case, no turbulence modelling is used. MUSCL extrapo-

lation of the 3
rd

 and 5
th

 order is used along with the AUSM+P scheme. The time 

step is 10
-5

 s, and the number of sub-iterations of the gear scheme has been set to 8 

to ensure the decrease of one order of magnitude of the inner iteration residuals.  

 

Results and discussion Flow visualizations are shown in Fig. 1. The turbulent 

structures generated by the SEM are convected through the computational domain, 

then are dissipated when entering the sponge layer are expected.  

 
(a) σ = L/20 

 
(b) σ = L/5 

Fig. 1 Flow visualizations for the turbulence convection test case. Isosurface of Q criterion 

colored by the streamwise vorticity and contours of transverse velocity 

The streamwise evolution of the turbulence level is plotted in Fig. 2 (a). First, with 

the standard 3
rd

 order MUSCL extrapolation, it appears that the initial turbulence 

level is not sustained with only 5 grid points per eddy (case σ = L/20) whereas it is 

maintained with 20 grid points when σ = L/5. However, this situation seems to be 

improved when using a 5
th

 order reconstruction with σ = L/20. As a matter of fact, 

Fig. 2 (a) shows that there seems to be a significant additional amount of turbulent 

content resolved when the 5
th

 order MUSCL extrapolation is used, compared to 

the 3
rd

 one which is confirmed by the velocity spectra plotted in Fig. 2 (b). Even 

more, in the case σ = L/20, it seems that the solution recovers the -5/3 slope of the 

energy cascade, which could mean that the lack of grid points covering one eddy 

of length scale σ = L/20 is somewhat compensated by the increase of numerical 

accuracy. 

 
(a) Turbulence rate 

 
(b) Power Spectral Density  

Fig. 2 Simple convection test case results: streamwise evolution of the turbulence rate (a) and 

PSD at x = 0.6 L (b) 

These results indicate that the SEM needs to be carefully set-up according to 

the inlet grid density (the reverse is also true, especially if inflow data is available 

from experiments) to achieve targeted inflow turbulence levels. In the next sec-



Zonal Detached Eddy Simulation (ZDES) using Turbulent Inflow and High Order Schemes: 

Application to Jet Flows. 5 

tion, the effect of the numerical accuracy is further to assess the application of the 

above conclusions to a more realistic case with a non-cartesian grid. 

3.2 Wall turbulence simulations 

In this section, the effect of the spatial scheme order in a Wall Resolved LES 

(WRLES) context is assessed. 

 

Test case and simulations parameters A spatially developing turbulent 

boundary layer at a moderate Reynolds number (Re = 4.10
6
 /m) is investigated in 

the present section.  

The inlet boundary layer thickness is δ0 = 6.10
-3

 m. The computational domain 

has been extended to 40 δ0 in the streamwise direction (x), 4 δ0 in the transverse 

direction (z) and 10 δ0 in the wall normal direction (y). The cell sizes are Δx
+
=50, 

Δz
+
=12 and Δy

+
=1. The cell stretching ratio in the wall normal direction is less 

than 15%. The mesh comprises 3.3 10
6
 cells. Reference DNS data for the station 

Reθ = 1 410 are available in Ref. [7].  

The simulations parameters are presented in section 2. The time step was set to 

5.10
-7

 s so that the CFL number based on the maximum acoustic velocity is lower 

than 15. The effect of the order of the MUSCL extrapolation (3
rd

 and 5
th

 order re-

construction) is assessed. Eight sub-iterations of the gear scheme were necessary 

to achieve a decrease of one order of magnitude of the inner iteration residuals. 

 

Results and discussion A visualisation of the coherent structures resolved in a 

LES simulation performed in the present study is shown in Fig. 3. One can see 

that the typical boundary layer structures, including hairpin vortices, seem to be 

properly accounted for by the simulation. 

 
Fig. 3 Coherent structures highlighted by an isosurface of the Q criterion colored by the axial  

velocity and velocity contours generated with the SEM in the inlet plane 

Fig. 4 (a) provides a more quantitative insight into the LES results and more 

specifically the effect of the increase of the accuracy of the spatial discretization. 

While the error on the friction coefficient at the reference location xReθ(x)=1 410 is of 

13% (compared to the RANS-SA solution) when using a standard 3
rd

 order 

MUSCL reconstruction – which is a classical result for this type of simulation us-
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ing this type of numerics  – the error decreases to 7% with a 5
th

 order reconstruc-

tion. 

In order to better understand the reasons of the increased accuracy of the simu-

lations with high order MUSCL reconstruction, the Power Spectral Density (PSD) 

of the streamwise velocity at the location xReθ(x)=1 410 at y+ ≈ 100 is provided in 

Fig. 4 (b). The typical broadband shape of the boundary layer spectra is found, the 

energy cascade characterized by a slope of -5/3 of the velocity spectra is repro-

duced, although this phenomena occurs on a rather limited frequency bandwidth at 

this rather low Reynolds number. The focus is put on the frequency range [10 ; 50] 

kHz to highlight some increase of the turbulent content resolved by the simula-

tions when the 5
th

 order flux reconstruction is used. 

 
(a) Friction coefficient 

 
(b) PSD  

Fig. 4 Boundary layer test case results: streamwise evolution of the friction coefficient (left) 

and PSD of the streamwise velocity velocity at Reθ = 1 410, y
+
 ≈ 100 (right) 

As an intermediate conclusion, it can be noted that the use of high order 

MUSCL reconstruction with the AUSM+P scheme seems to be relevant in the 

framework of LES of wall turbulence. This is consistent with the results of section 

3.1. However, the use of such schemes for more technical configurations (namely 

the round jet presented thereafter) leads to robustness issues which are still under 

examination. 

4. Application to a low speed round jet flow 

Axisymmetric jets have been widely investigated in the literature, both experimen-

tally (e.g. [8]) and numerically (e.g. [2]). In particular, the influence of the initial 

level of perturbations in initially laminar boundary layers on the vortex pairing 

mechanisms and the associated noise generation is thoroughly documented. In the 

present study, initial turbulent boundary layers are considered and the focus is put 

on the effect of the core-jet perturbations, which is less commonly found in the lit-

erature. 

 

Test case and simulations parameters The round jet investigated is similar 

to the one of Ref. [9]. The Reynolds number based on the nozzle exit velocity U0 = 

20 m/s and diameter D = 0.15 m is equal to ReD = 2.1 10
5
. 
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A sketch of the computational domain is presented in Fig. 5 (the actual grid is 

tri-dimensional, x is the axial coordinate). 40 grid points are used to discretize the 

nozzle boundary layer and the mesh contains 40.10
6
 cells in total. Three simula-

tions were performed:  • Simulation 1: reference without any inflow turbulence, hence using 

mode 0 in the nozzle (“ZDES – no turb” in the following); • Simulation 2: same as simulation 1, using the DDES approach [5] to 

assess the influence of the subgrid length scale used in the LES area; • Simulation 3: simulation 1 with turbulence added at the nozzle inlet 

using SEM (Tu0 = 2 %  and σ = 0.02 m, wild guess parameters) as 

shown in Fig. 5. In this case, mode 2 is retained inside the nozzle to 

allow both the transport of the injected turbulence and the RANS 

simulation of the attached boundary layer. 

 
Fig. 5 Round  jet test case. Slice in the 3D computational domain, ZDES settings and location 

of the boundary conditions. 

Only the 3
rd

 order MUSCL reconstruction is assessed in the present paper since a 

simulation with the 5
th

 order has shown some robustness issues, the solving of 

which is underway. The time step is 2. 10
-6

 s, 8 sub-iterations are used for the gear 

scheme. The unsteady results are time averaged over 200 ms after a transient stage 

estimated of around 120 ms. 

 
(a) DDES, no inlet turbulence 

 
(b) ZDES, no inlet turbulence 

Fig. 6 Flow visualizations. Isosurface of Q criterion, contours of density gradient (grayscale) 

and streamwise velocity inside the pipe (arbitrary scale) 

Results and discussion Visualizations of simulations 1 and 2 are provided in 

Fig. 6. The quick growth of instabilities in the ZDES simulation is attributed to the 

use of Δω, thanks to which the eddy viscosity scales on the grid density normal to 

the main vorticity direction. In this case, the grid density actually allows the reso-

lution of fine turbulent scales in the round mixing layer but the length scale used 

in DDES creates unjustified high values of eddy viscosity due to anisotropic cells 

downstream of the nozzle, hence the undesired damping of the instabilities. Simu-

lation 3, not depicted here, exhibits little visual difference with simulation 1.  
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The nozzle exit conditions are shown in Fig. 7 (a). The experimental mean 

boundary layer profile is correctly reproduced by the simulations operating in 

RANS mode in this area and one can see that, in simulation 3, some of the core jet 

turbulence actually penetrates the RANS modelled boundary layer, and is some-

what amplified. It is important to remind that the addition of perturbations into the 

nozzle boundary layer is not the purpose of this study so it is not considered a 

drawback of the simulations to exhibit such low resolved turbulence levels in the 

attached boundary layer. 

 
(a) At the nozzle exit 

 
(b) Along the jet axis 

Fig. 7 Axial mean velocity and RMS fluctuations (a) at the nozzle exit and (b) along the jet 

axis 

The streamwise evolution of the velocity along the jet axis shown in Fig. 7 (b) 

indicates that the ZDES simulations actually succeed in predicting the potential 

core length measured in the experiments, whereas a RANS-SA simulation on the 

same mesh predicts a too long jet. However, it is difficult to assess the difference 

between the two ZDES simulations regarding the potential core length. 

The injected fluctuations in simulation 3 undergo a strong decrease right down-

stream from the inlet plane, which is due to the fluid acceleration but is also at-

tributed to a somewhat too coarse grid in the axial direction compared to the 

length scale of the eddies injected (Δx ~ σ at the inlet). Therefore the turbulence 
level reached at the nozzle exit in simulation 2 is 0.5 % only, which makes a small 

difference with simulation 1 but is actually consistent with the residual turbulence 

level measured experimentally. 

 
(a) 

 

(b) 

Fig. 8 Evolution of ���′ ��′������/�0 in the shear layer (a) and Q criterion contours in the vicinity 

of the nozzle lip (b) 

The very start of the formation of instabilities in the mixing layer is illustrated in 

Fig. 8. While the quick development of turbulence is confirmed for simulation 1, 
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the double peaked shaped evolution of ���′ ��′������/�0 evidences the first stage of 

strong vortex pairings [8] in this simulation which are not observed experimental-

ly. Since no such shape is found in simulation 3 – which is therefore in better 

agreement with experimental data - it is advocated that the addition of turbulence 

into the core jet somewhat modifies the first steps of the mixing layer transition. 

This is all the more plausible since it appears from Fig. 7 (a) that the initial turbu-

lent boundary layer incorporates some perturbations coming from the jet core. Fig. 

8 (b) illustrates the even quicker development of the mixing layer in simulation 3 

compared to simulation 1. 

 The evolution of the frequency distribution of the turbulent energy along the 

jet axis and the mixing layer is plotted in Fig. 9. No differences are identified 

within the mixing layer. On the other hand, the flow clearly exhibits the signature 

of the inflow turbulence along the jet axis up to x = 2D. Increased low frequencies 

in simulation 2 are attributed to the eddies injected, but some spurious accumula-

tion of energy at high frequencies is also observed. This issue is still under analy-

sis but it could be a major limitation to the use of SEM methods in the framework 

of acoustic studies.  

 
(a) In the mixing layer 

 
(b) Along the jet axis 

Fig. 9 Power Spectral Density of the axial velocity fluctuations 

5. Summary, conclusions and future work 

Some preliminary work on turbulence injection and high order schemes in the 

context of RANS/LES simulations has been presented.  

The use of the SEM allows a straightforward turbulence injection for jet 

flows, however its use imposes new constraints on the mesh in order to correctly 

advect the injected fluctuations.  

The added advantage of using high order MUSCL reconstruction has been 

demonstrated on very basic test cases and remains to be confirmed on a more 

technical configuration for which robustness issues have been encountered. 

The round jet simulation has highlighted the capability of the ZDES ap-

proach to simulate such flow without any delay in the formation of the instabili-
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ties. In particular, the use of a flow dependent subgrid length scale is advocated 

and shows that the removal of the eddy viscosity in the LES areas is not necessary 

to avoid delays in the formation of instabilities. It has been observed that the free-

stream turbulence generated in the ZDES simulation actually penetrates into the 

outer part of the nozzle boundary layer, which seems to influence the first stages 

of the shear layer development. 

In the end, it is important to note that the possibility to add free stream turbu-

lence for propulsive jet simulations brings into focus the need for detailed experi-

mental data for these parameters to increase the experimental-numerical comple-

mentarity. 
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